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Introduction

Evaluation

System Architecture

[Separate management of training and inference cluster.] 

Diurnal pattern: ~40% cluster utilisation Long queuing: ~10,000s (95%ile) 

Inference requires less computation and GPU memory than training, therefore 
using weaker GPUs like Nvidia T4, with a fraction of the resources of the training 
GPUs, such as Nvidia V100 and A100.  

[Elastic scaling of distributed training jobs.] 

Jobs can take a variable number of workers 
according to resource availability. One can 
even adjust the number of workers on-the-fly 
when the job is running.  

[Limited elasticity] Some model families enjoy 
a linear scaling efficiency within a range. 

∼5% of all jobs (account for 36% of training 
cluster resources) 

[Capacity Loaning] Exploit the unused inference 
resources to run training jobs temporarily, i.e. 
loaning inference capacity for training.  
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[Elastic Scaling] Training jobs can dynamically scale 
out to use more GPUs to accelerate training and 
scale in to free some servers without high-overhead 
preemptions. 
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Which on-loan servers should be reclaimed to minimise 
preemptions?

Job Co-hosted  
by # of servers

Per Server Value

a 2 0.5
b 1 1
c 2 0.5
d 2 0.5

Job placement is usually messy 
and servers have inter-dependency 
when co-hosting a job.

Naively selecting servers leads to 
unnecessary preemption.

For a 2-server reclaim request…

[Knapsack with dependent item values]
A new value definition: sum of job’s server fraction

a. Greedily selects the 
lowest-value server

b. Preempt jobs & reclaim 
the server

c. Update the values

Cluster Capacity: 8 
Job wmin wmax Min. running time

A 2 6 50

B 2 6 20

Job wmin wmax Min. running time

A 2 3 100

B 2 6 20

[Two-phase resource allocation] 
a. Prioritise Base Demand SJF to 

minimise queuing time, 
b. Allocate the remaining 

resources to fulfill the Flexible 
Demand to minimise running 
time.

Elastic job = Base (first-class citizen) + Flexible Demand

Multiple-choice Knapsack problem

Group Item Weight Value

A 1 2 50

B

1 1 20

2 2 30

3 3 36

4 4 40

Sol.
Initial Allocation JCT Average 

JCTA B A B

1 6 2 50 53.33 51.67

2 2 6 63.33 20 41.67

3 4 4 60 30 45

Sol.
Initial Allocation JCT Average 

JCTA B A B

1 3 5 100 24 62

2 2 6 106.67 20 63.33

Shortest-job-first is not always optimal.

Utilisation of on-loan servers: ~93%

Avg. Queuing time:  
1.52x -> 1.67x -> 2.66x 
Avg. JCT:  
1.48x -> 1.59x ->  1.87x


