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Background
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•Sparsely-activated MoE: each input selects just a few (1 or 2) experts for 
processing 

•Benefit: sub-linear scaling of FLOPS with model size
Massive model parameters with constant computation cost.

Figure credit to Anatomical and Functional Plasticity in Early Blind Individuals and the Mixture of Experts Architecture

An ensemble of experts.
MoE architecture



Potential of MoE in Transformer Models
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• GLaM by Google 
• GLaM outperforms GPT-3 on 29 tasks 

• DeepSpeed MoE models 
• Model quality: 6.7B-parameter dense = 

1.3B-parameter MoE - 128 
• Training compute reduction of 5x

Figure credit to GLaM and DeepSpeed MoE.
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• Existing MoE models, adopts a fixed gating policy (i.e. Top-2 gating in training).



Observation & Motivation

Softmax activations retrieved from MoE gate of four tokens.
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Significantly-biased distribution accounts for at least 55% of all the tokens 

• Existing MoE models, adopts a fixed gating policy (i.e. Top-2 gating in training).
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Softmax activations retrieved from MoE gate of four tokens.
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• MoE experts specialize in different linguistic aspects. 

• Many tokens can be effectively handled by a single expert during the training 
stage 

Significantly-biased distribution accounts for at least 55% of all the tokens 

• Existing MoE models, adopts a fixed gating policy (i.e. Top-2 gating in training).



Adaptive Gating

• Control the number of experts handling each token to reduce training step 
time
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• Load balancing loss: impose the soft load balancing constraints on the top-1 
gating decisions.

Activation(Top-1 Expert) - Activation(Top-2 Expert) > T

Li = Ei ∑
e∈E

f1
e pe

Route to Top-1experts
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• Mismatch in the data processing granularity between the MoE experts and 
the Attention layer.  

• MoE expert -> single tokens 

• Attention layer -> complete sequence
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Curriculum Learning

• Training step time cannot enjoy the same reduction as in computation. 

• Process easier sequences at the initial stages. 

• The number of experts required by each token can be an indicator of the 
token complexity.  

• Complexity vector of a sequence: Cd = [rd
0 , rd

1 , . . . rd
L]



Evaluation
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• Testbed 

• 8 A100 GPUs, each with 40 GB memory.  

• Data and expert parallel is used for distributed training.  

• In terms of hyperparameters and model architecture, we adopt the default 
configurations established in the existing models 
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Sentiment Analysis Translation (En->De) Q&A

Summarisation Text Generation Dialogue Response
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About ~25% of the tokens are routed to two experts.

Sentiment Analysis Translation (En->De) Q&A

Summarisation Text Generation Dialogue Response
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Adaptive gating reduces at most 
22.5% training time while 
maintaining inference quality.  


